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Artificial Intelligence and Information 
Disorder 
By John McAlaney, Abir Awad, Luca Viganò, Zeba Khanam, Iain Reid, 
and Robert Dover 
This explainer focuses on artificial intelligence (AI) and information disorder. It first 
outlines the conceptualisation of information disorder and highlights the impact that AI 
technologies have had on this phenomenon. The following section then discusses the 
trust, identity, privacy, and security implications of the intersection between AI and 
information disorder, before consideration is given to some of the possible future 
developments in this space.

What is information 
disorder? 
Information disorder refers to information 
that is shared through society, and which is 
false, misleading, or harmful [33, 28]. This 
includes what has been called “fake news”1 
and can be further divided as follows: 

• Misinformation - the unintentional 
sharing of false information. 

• Disinformation - the deliberate sharing 
of false information, including deepfakes. 

• Malinformation - information that is 
factually correct but shared in a harmful 
way. 

This is not a new phenomenon, however 
recent developments in AI have increased 
the speed with which information disorder 
can grow, and the extent to which it can 
spread. This can happen through several 
processes: i) aiding in the generation of 
deepfake items such as images, audio and 
video [25]; ii) amplifying the dissemination of 
information disorder items by AI driven 

 
1 We prefer the term false news since, whilst “fake 
news” is the popular term, it is contested in the 
research literature as it does not distinguish 
between false information that is shared 
knowingly (disinformation) and that is shared 

recommendation algorithms or AI 
empowered bot networks [26]; or iii) utilising 
AI empowered personalisation to target 
individuals with tailored information 
disordered items, typically based on 
behavioural profiling [22]. This behavioural 
profiling is itself enabled by the information 
that individuals generate through digital 
devices, including social media posts and 
that information may in turn then be used 
as training data for AI models. It has further 
been noted that large language models 
(LLM) demonstrate high levels of 
sycophancy, in which they are likely to agree 
with whatever statement a user makes, even 
when this statement may be factually 
incorrect [24]. 

When considering the relationship between 
AI and information disorder it is important 
to understand how we process the extensive 
volume of complex social information that 
we encounter in our daily lives. As humans 
we use heuristics to help us do this – these 
are mental shortcuts that enable us to sift 
through myriad sources of information to 

unwittingly (misinformation). Information 
disorder appears to be becoming the term that is 
becoming accepted in the literature, although 
the discourse is developing and still quite fluid. 
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identify what we believe to be important 
and truthful [17]. Whilst these heuristics 
serve a useful evolutionary purpose, they 
can lead to us to coming to erroneous 
conclusions, partly through creating 
cognitive biases: systematic deviations from 
rationale judgement [16]. These biases can in 
turn be deliberately exploited by malicious 
actors. This is something that is already well-
documented in the case of social 
engineering within cybersecurity, in which 
for example phishing emails use the 
inclusion of visual cues such as company 
logos to convince a recipient that a 
communication is genuine [5]. 

An example of these heuristics particularly 
relevant to information disorder is 
confirmation bias, where we are more likely 
to believe that something is true if it 
matches our pre-conceptions about the 
world [27]. An AI empowered system that 
seeks to create information disorder could 
target these preconceptions with tailored 
media content. This is also consistent with 
established psychological processes such as 
false consensus, in which individuals 
erroneously believe that those around them 
agree on an issue [29]. These effects may be 
further strengthened by the influence of 
filter bubbles [14] and echo chambers [8]. In 
the case of filter bubbles, algorithms are 
used to personalise content to individuals, 
based on their past clicks and searches. As 
such they receive selective information that 
is less likely to challenge their perceptions of 
the world. Echo chambers on the other 
hand refers to the tendency of individuals on 
social media to interact with those who 
share the same views and beliefs as 
themselves, resulting in social 
reinforcement of those views and beliefs. 

These conditions enable the spread of 
information disorder, as well as narrowing 
the information sources and contrasting 
viewpoints that an individual may otherwise 
encounter. It has been suggested that 
organisations and societies benefit from 
what is called cognitive diversity, in which 

there are a range of viewpoints and opinions 
[23]. AI empowered information disorder 
techniques can however be used to target 
and amplify specific sub-sets of beliefs to 
create an illusion that those beliefs are more 
widespread than they are, potentially 
invoking societal conflict [6]. 

Critical issues for TIPSS 
Information disorder represents a threat to 
trust, identity, privacy, security and safety 
because, fundamentally, it creates 
uncertainty for individuals about what 
information is truthful. This can be exploited 
by adversaries to deceive and manipulate 
their targets. There are varying 
conceptualisations of trust, of which one of 
the most widely used is the idea that it is 
based upon positive expectations of the 
intentions or behaviour of another [30]. AI 
empowered information disorder could 
undermine this by, for instance, leading 
people to doubt the intentions behind 
Government messaging relating to public 
safety. Identity can also be exploited in 
several ways, such as through the hijacking 
of identity to spread information disorder 
items by use of voice cloning and deepfakes, 
as well as the use of personal information to 
tailor misinformation messaging to specific 
targets. Privacy can be compromised 
through the ways in which AI is trained on 
personal data, which can occur without the 
individual’s knowledge or consent [21]. This 
personal data can then be used for micro-
targeting and personalisation of information 
order items, as discussed previously. In the 
case of AI empowered malinformation, 
doxxing at large scales can also occur, where 
personal details about an individual are 
combined with false or misleading 
information, with the intent of causing harm 
[11]. Security can be threatened using AI 
empowered information disorder to achieve 
various goals such as acts of cyberwarfare 
[15], and through the creation of 
personalised and naturalistic phishing 
emails [13]. AI technologies can also be used 
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to erode trust in legitimate information 
sources, which can undermine the public’s 
understanding of where and how to seek 
valid cybersecurity advice [4]. Together, 
these issues contribute towards concerns 
around the safety implications of AI on 
information disorder, with recent research 
also highlighting the direct impact on 
mental health issues such as psychosis [9].  

AI amplifies the risks of information disorder; 
however, it also has the potential to mitigate 
information disorder. This can include using 
AI to detect and classify misinformation [2; 
12]; to moderate false or misleading content 
on social media platforms and to fact check 
against trusted databases [1]; and to map 
how misinformation spreads through 
networks so that we can better understand 
these processes [32]. In other words, the 
same factors that make AI a threat for 
information disorder – i.e. the speed and 
scale on which AI can act – can also be used 
to mitigate and prevent the harms of 
information disorder. Nevertheless, it must 
be acknowledged that there are limitations 
in this approach, such as biases in AI- 
detection models [31]. There is also a need 
for ethical oversight in the development of 
any such models [3]. 

Future developments 
As AI develops it is likely that the abilities it 
provides to create and amplify information 
disorder will increase. This could include the 
emergence of hyper-personalisation, where 
false news is tailored not just to individual’s 
beliefs but also to their own writing style or 
preferred tone of voice [36]. There may also 
come a point where the amount of false 
news content generated by AI exceeds the 
amount of factual content created by 
humans. This could lead to information 
flooding, where there is more information to 
be processed than humans can achieve [7], 
even with the use of heuristics and cognitive 
biases. The consequences of this are not 
limited to individuals. It has been noted that 
for instance that the threats caused by these 

technologies include undermining 
democratic processes [16]. However, this 
information flooding could in turn result in a 
more comprehensive authentication 
ecosystems, which can themselves be 
facilitated through use of AI [17]. In addition, 
the implementation of proposed changes to 
regulatory frameworks such as the 
European Telecommunications Standards 
Institute technical specification Securing 
Artificial Intelligence (SAI): Baseline Cyber 
Security Requirements for AI Models and 
Systems may provide greater clarity and 
benchmarks around the securing AI system, 
including those that contribute to 
information disorder. 

Some more specific developments of AI in 
this space could include the use of AI 
personas, which are persistent and human-
like AI social media accounts that could 
conduct long-term influence operations in 
online communities [35]. This could be 
applied in emerging technologies such as 
virtual and augmented reality, where 
individuals could unwittingly directly 
converse in real-time with an AI agent that 
has a goal of spreading misinformation [20] 
with the AI agent performing a personalised 
and long-term influence operation on the 
targeted individual. 

Overall, there is an arms race over the use of 
AI to both create and mitigate information 
disorder [2]. This highlights the need for an 
ethical framework that ensures a balance 
between the advancement of AI and the 
ethical principles and societal needs that 
relate trust, identity, privacy and security. 
This includes key considerations such as 
transparency, accountability, fairness and 
governance [10]. The implementation of 
responsible AI practices is essential and 
should encompass user engagement, 
training and exchange of knowledge among 
AI users [34]. Finally, as the technology 
continues to develop it is important that we 
explore the human aspect of these 
developments, so that we can better 
understand how to identify and mitigate the 
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threats to trust, identity, privacy, and 
security, as well as identifying the positive 
opportunities that these technologies can 
provide. 
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